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Minimaxrisk
Last idea for choosing an estimator worst case risk

minimize supo
RIO o

The minimum achievable sup risk is called the

minimaxriske of the estimation problem

r int sup RCO o

An estimator d is called minimax if
it achieves the minimax risk i.e

Sf RCO 8 r

Game theory interpretation Minimax gamel
1 Analyst chooses estimator of

2 Nature chooses parameter O to max risk

NI Nature chooses 0 adversarially not

Compare to Bayes Maximin game
1 Nature chooses prior A mixed strategy
2 Analyst chooses estimator to min avg risk

We will look for Nature's Nash equil strategy in

this problem



ease.in

For proper prior 1 the Bayes risk is

rs iff Rio d daco

inf soup
RCO o r

If I Bayes then ra RCO d daco

Bayes risk of any Bayes estimator

lower bounds r

Leastfavorableprior It gives best

lower bound fax she rs

Sup risk of any estimator upper bounds r

is rat rx sgp Rco o

any's any
d

Idea try to match upper lower bounds



theorem If Rs sfp
RCO Es with

Bayes estimator 8 then
a is minimax
b If Es is unique Bayes up to

for A it is unique minimax
c A is least fav

Proof a Any other 8

Sff RCO D z S RCO 8 1110
Z FRIO 5 disco x

r
s

Sff RCO D by assumption

r is minimax risk is minimax

b Replace z with S in 2nd ineq X

c
Any other prior 5

infrag f RIO 8 disco
E RIO g disco
E
sff RIO Es rs DX



The above theorem gives a checkable condition

does avg risk sup risk

mistake on final saying a
True if

is const doesn't prove anything

1 R 0 s is constant

2 Δ 0 RCO 8 may R Sids 1

risks

A puts all
mass

on 0minOmax
I r

r E e.gg
A least fav
Is minimax

Rioids

70Omin Omax



Examples Binomial

X Binom n O estimate O sq err

Try Beta β hope to get one with const
risk

do
p X Iff Try a p symmetric

MSE Oig 1 of 2 tn5 varo x

2o nt 041 2072 not o

2 ni 402 n 02 402 n 0 22

set 521

whyconcentrated

y
at 0

n 4 nest

Beta T2 51

of 0 111 ops 1
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X N 0,1 LF prior should spread mass

everywhere but that is not a proper prior

Def A sequence Δ Az is LF

if ra say rs

The Suppose Δ A2 is a prior sequence
and I satisfies

soup RCO
o lit ran

Then a J is minimax

b A Base is LF

Proof a Other est Then n

sup RCO o Srco 8 dAn 0

ran
soup RCO 8 she ran

liam ran

SufROo



b Prior A

ra R 0 disco

SRCO s do 0

sup R o o

Iim is

EI X Nato Ig Est O use MSE

do X X unbiased MSE d
s

Try priorAn Q NCO n Tax 1 5

MSE Oig 52110112 1 3 d

ra I MSECOI

52nd 1 5 d

d to a

d

So Ai Aa is LF

To X is minimax but inadmissible

r d



a me I i i man

rt for a problem

Upperbound If 8 is any estimator then

r e soup RCO s if I minimax

Lowerbound If d is any prior ther

r z f RIO g data if ALF

Minimax estimators are very hard to find but

minimax bounds are often used in stat

theory to characterize hardness esp lower

Ey Propose practical estimator I fund s

for which ra close to
soup Rco o

or same rate or cugs asymptotically

Conclude I can't be improved much

Ey Quantify hardness of a problem by its

minimax rate in some asy regime
Caveat A problem might be easy throughout

most of par space but very hard in some

bizarre corner you never encounter in practice


