



































































































































f Values Confidence Regions

Outline

Jp Values

2 Confidence regions

3 Mis interpreting tests



pValuese
Informal definition Suppose X rejects for

large values of X

p x Null probability that T X is as large
or larger than what we observed

I TEX TG p
value

IPO Tex Tcs

Ex X Binon n 01 Ho O 0.5 vs H O 0.5

One sided test rejects for large

plx Po.s 2x Po x

EI X N 0,1 Ho O 0 vs H 040

Two sided test rejects for large T X 1 1

x 191 1 za

The two sided p
value is p

X where

p x IP 1 1 1 1

2 1 I 1 1



Formaldefinition P Q

Assume we have a test for each

significance
level Ek Io xx α

non randomized case 1 xero

Assume tests are monotone in

if then x 0o

non randomized Ro Roz

Then
p

x sup 0,1 7 1

sup a X Ra

can define randomized p value but
not worth it

For Oe t.PEDsdIPo

p x
so 1Posup1o 0,1x1 11sr

ii Poland 1

Is ate

p value stochasticallydominates 41st

If rejects for large T X

reduces to original definition



Note the p value is defined relative to

the model null hyp

the data AND

the choice of test

Ex X Explo Ho 0 1 vs H O 1

We can use equal tailed test

or UMPU test

For X 1

Equaltailds plx 2 IP X 2x 2é

UMPI p x for which calo x

EI X Nato Ia Ho 0 0 vs H 0 0

We can use T x 11 112 X test

or T x 11 110

mex Ixil
max test

Very different p
values power if d large

choice reflects belief about whether O is sparse



Accept reject
dÉÉÉTs interesting

usually we care how big O is

tiny p
value doesn't imply big 0

big p value
doesn't imply small

O either

Def P Po O a

X is a teconfidenceset for glad
if

IPO X 2910 z t d toe

subject object
verb

We say
Cox covers glo if Cox 2g 0

coverage probabilityIPO ca 2 glo is

int Pf co glo is conflevel

Not a CA is random not glo
Often misinterpreted as Bayesian guarantee

Say Ctx has a 95 chance of covering

Not glo has a 95 chance of being in c

NEVER 95 chance glo e 0.5 1.5 e.g



Dualityottestinfidencesets
Suppose we have a level a test x a

of Ho g D a us H glo ta V aeg
We can use it to make a confidence set to glo
Let UX fa 0 x a a 13

all non rejected values of 0

Then Ipo Cox gloD Ipo 06 glo L

e r fo

Alternatively suppose CX is a l a confidence

set for glo
We can se C to construct a test X of

Ho glo a us Hi gCO f a

x 1 fact can

For 0 s t glo a

F 0CX Po ax glo e or

This is called invertiest



Confidence interval for median

Nonparani.cl modelXiXndF.FanyadfgF median F F 1
2 assume

well defined

Two sided sign test

Ho
g
F m FCM

us H g
F M Fcm

sexin Xi m Bino

a Ho true

Reject for T Xim sexim 21 cathodefnden
e g n 100 co 5 reject if S x 55

me x Isexin hat co

EX m c
co

ME Xin co 12 0



Confidence Intervals Bounds

If CCX Glx Csx we say
CCX is a continual Ct

CX Cfx cs lower conf bd LEB

X C o Cx upperconfbd ncis

We usually get LCB UCB by inverting

a one sided test in appropriate direction

called uniformlymost accurate LMA if test UMP

Get CI by inverting a two sided test

called UMAU if test is UM PU



Ef X Exp o to e Xo x O O o

CDF IPO X ex I e
Xo

Is Invert test for Ho O E Oo

Solve a 1Pa X doo e

Oo Oologl's 0

X Ic Oo Oo Z
X Ego s

UI Similar X C o In
Equaltailed

Invert equal tiled test of Ho 0 0

OEx d X to x

equated Toto TeoHoO Oo

Cox Eg a no

Egos Eli as
Similar for umpu 2 sided test



CMis JInterpretingHypothesistests

Hypothes.is tests ubiquitous in science

Common misinterpretations

1

p
0.05 therefore there is an effect

or the effect size the estimate

2 p
0.05 therefore there is no effect

3
p

10
6 therefore the effect is huge

4

p
10 therefore the data are signif

and everything about our model

is correct in most naive interp

5 Effect CI for men is 0.2 3.2

for women is 0.2 2.8 therefore

there is an effect for men and not

for women

Dichotomous test doesn't eliminate uncertainty
CIs usually less misleading to novices



it
is not easy or automatic

Hypothesis tests let us ask specific
questions

wotseecifi.ggfunder specific modeling

Iiis.tt I i f t di eretatio
Top tier medical journals let people

publish claims reporting p values

without saying what model was used or

what test was employed

Pretty bad when you think about it

Hyp tests can be a good compation to

critical thinking never a substitute

All models are wrong some are useful but

need experience and theory to understand

when assumptions do or don't cause real trouble



C d

o No is

II Why should I test

ever exactly 0

A a Test Ho 0 ed if you want

If se E 8 not much difference

b Most two sided tests justify directionalintered

If Tsc declare 0 0 if Tac

declare 0 0 with IP false claim α

c Harder to answer in non parametric problems
e g H P Q vs H P Q for

perm test but alternative frameworks like

Bayes force very strong assumptions on us

People only like frequentist results like

f values CIs because they mistake them

for Bayesian results

95 chance x 7 0 is misinterpreted as

a claim about p
0 X

At True but subjective Bayesian results often

misinterpreted as the posterior dist of 0
when reall should be posterior opinion about 0


