



































































































































Outline
1 Convergence in Probability and Distribution

2 Continuous Mapping Slutsky's Theorem

3 Delta method






































































































































Examples

1
iii.it

axiElRd Continuous feature vector fixed

Y Bern tp xil intercept

logit tp log ftp B'Xi

pply I x 1 Apex
Yi

I e
xiy.it og 1 tplxp

x EE IEIRBY'y A pixi

Sufficient statistics T y y

Natural parameter β

Idea to test Ho β 0 Condition on X.ly
but that would iondition on Y

Ideas to estimate B amun generically doesn't exist

Bayes need prior on BEIR






































































































































Software packages use general purpose asymptotic
methods

Bmce X Y argmaxpp.ly xt
PER

B'x'y acpix
Bixin

concavet
Asymptotically Pace N β Jlp
large n

and sed efficient

ess.tn
l Bixiy Ep e pix yp JCp

p B JCB

Test interval Z Big N 0,1
0 Ej

Test Ho β 0 reject if Big large small extreme

Invert Izi azo p.ge β Zayd






































































































































Asymptotic

o far everything has been finite sample

often using special properties
of model P

e.g exp fam to do exact calculations

For generic models exact calculations may
be intractable or impossible But we may
be able to approximate our problem with
a simpler problem in which calculations are easy

Typically approximate by Gaussian by taking
limit as observations co But this is

only interesting if approx is good for reasonable

sample size






































































































































Convergence

Let Xi X2 E Rd sequence of random vectors

We care about 2 kinds of convergence

1 cug in probability X constant

2
cug in distribution Xn Naco Ia usually

We say the sequenceconvergesinprobabilityt.aeRd X c if

HX all e 0 e o

could really be any distance on any X

Can
converge to a r.v X too but we don't need this

We say the sequence convergesindistribution
to random variable X X X X if

IEf Xn If x for all bdd cts f x R

The X X2 ER Fulx P X ex FG P Ex

Then X X iff F x F x x Fats atx

Also known as weakconvergences






































































































































x

Ey If Xu da x do then Xn X

Fn x 1 t x 1101 3 except 0

F
Fn

o o

E X c iff X

Proof Let f x max 1 0

1 Hx all e

P HX all e IE f Xn 0

f bdd cts note IE f X f c
e O Fda 20 sit I x all did f x floke

If X f c Eff x flc 111 alledlak 1 11 11 d

E IP 11 X all dk sap f x fall

22 sup fl forsuff large n

In a sequence of statistical models Pn Pn o OE

with Xn Pro we say ICX is consistent
for g

0 if on Xn g
0

meaning
IPo 1156 1 glo e 0

Usually we omit the index n sequence is implicit



Let
x.x.fi III.ea
In EE

XiIflazenumders LIN

If E Xil co EX m then xn̅ m x ̅ n

Var Xn Ʃ finite

Then ñ xn̅ m NCO E

There are stronger versions of both the

LLN CLT but this will generally

be enough for us



continuous Mains

theorem cts Mapping
g

cts X Xz r v s

If Xn X then g Xn glx
If Xa I c then g xn go

Prot f bdd cts fog bold cts

If Xn X then I fly XD Efly X

Xn Ic special case with X E

theorem Slutsky Assume X X Y.sc
Then Katy Xtc

Xn Y ex

Xnly Xtc if a 0

Proof Show Xn Y X c apply cts mapping

Wouldn't normally be true that Xn X Y y
implies An Yn xx without specifying joint
dist



theorem Delta Method

If Tn Xn n Nco 5

f x differentiable at x M

Then rn f Xn Acn Nco two

instant
X Ncu fCX N flu Icn o

Proof f Xn Her f n Xn n t o Xin

rn f Xn Hu Icm sn Xin rn o Xin

Nco Ica E
50

Multivariate rn Xn n Naco E f Rd IRK

Derivative DfE I
exists at n

Then rn Xn f u ErnDfln Xn n

Nfo Dfw E Dfw
NCO of n E f n if k l



fan

Deltmethod

i

i
i

ta
n In

Scaling factor doesn't need to be In

but need Xn n 50



EI X Xn
d Cm one
iid

Yi Yn u te X Y indef

For large n what is the distribution of Tty

1 I n I 50 as n 70

5 5 u

Tn E m Nco 5 rn 5 u Nco

Let f x y xty72

foTCx.Y x y
2 xty

f I I N Hmu of E of In

NC ntv 46 056 t E In

More accurate

rn City mtv NCO 4cm to 4o4E

3 What if Lu 102 0 Conclusion still holds

Tn Itt 40
Note in I try N o o E Cats mapping

not Slutsky
So n Tty Gtf X Cats mapping

why not deltamethod



In general can do higher order Taylor expansions
for delta method if derivatives O

f Xn f n t Icn xn n t x It
OLD 0p n Ya Oe ri

If f n 0 use second order term

n FCK Hn rnCxinD

Iin x


