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AsymptoticDistof MLE

Under mild conditions Dme is asy Gaussian efficient

We will be interested in 110 X as a function of O

Notate true value as 0 X Poo

Derivatives of In at 00 00 01

Tl Oo X id 0 5,100

Pln Orix in Etl Coo X N O J.co

I P ln 0 X IEo.TL ooixi J 00

between Do I

ÉjÉonix 7110 Flato 8 00

in On D 021m o EVenloo

wanFJ.JIN.to 5100

Naco 51005

More rigorous proof later but note

we need consistency of n first to even

justify Taylor expansion
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Consistencyofme

xi in fo One grggax Into X

Will be ok if On comes close to maximizing In

Question When does in IQ
Assume model identifiable Po Po for 0 Oo

Recall KLDivergence

Dialoollo Eg log

Diallo 11 log leg goofy note switch

logs 98 dulx
x food O

E log 1 0

E

strict ineq unless const i.e unless Po Po

Let Wilo lilo X l Cooixil WI IE Wi
Note e argmax It o too

OE



Wn O IEo Wilo

DkL 00110
0 equality iff 0 00

But not enough
MLE On depends on entire function w̅
need uniform convergence in 0

Dfe For compact K let CCK f K IR cts

For f e CCK let flu If If e l

fn f in this norm if 11 f flag 0

The LLN for random functions

Assume K compact Wi Wa CCK

iid.IElWillo co ult Wilt

Then u t CCK

and IP 11 EWi ulla e 0

i.e w̅ m in 11 110 or 11W all 0



theorem Consistency of MLE for compact

Xi X
d
Poo P has densities fo OE

Assume log polxt cts in 0 all ex

compact Eg Sgp floix floixill
Eo.EE Wilol as

Model identifiable

Then On Do if One argmax Into x

Proof Wie C Q iid mean m o Did0,110
u 00 0 m 0 0 0 00 0 argmin m

By definition n maximizes w̅n
on I w̅n ml is 0

Fix E O want to show 1 110 001122 0

Let Be Oo OE 110 0112 compact

Let ME FE m 0 0 m Oo

WE FEE w̅nCo



IP.fi 0 o1l c

PolEEwI
eIPo 2r I 0

Note We usually care about non compact
parameter spaces need some extra

assumption to get us there

Corollary same assumptions except now Rd
but there's some Rca large enough so

Po 110 0.11 R 0

Then
n 0

Ioof Let 0 110 0011 ER Én lol
Then On Go by assumption

Polo.to IPo On G 0

so On 0,30 On Q E Do

So the only thing we actually need to worry about
is if Q is extremely far away from Oo with
non negligible Prob



theorem Asymptotic distribution of MLE

X X po P has densities po OE

Assume P identifiable

compact

Eo.EE Wilal as

Ilo X log polxt has two its derivatives in 0

Eo If 1172,10 ill cos

5118 Eg pre go xy
gypositive

definite

then rn On 0 N o 5,1007

Proof From before we had

ñ On 001 172m10 Venlo
for On between 0 and In
Previous result shows 50 so 0 also

Define Vilo Tl lOixi E CC 7 o.tl Villaca
by assumpt

Then u o Kovilo E Q u 8 5,1001

Tn O Evilo I Vn ulls to



11 174,101 5 call Vital aconill tuco 2100111

and
Hence 17 1,101 5,1001 cts mapping

And in On 00 Nato Jilon Slutsky

Note In this proof we played a bit fast and
loose with our LLN for random functions which
we only stated for real valued Wn
So technically we have only justified for d 1

But proof works for ds I


